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Innovating with AI at scale: from 
complex R&D challenges to 
widespread generative AI 
applications
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Digital for R&D: Motivation & Context

Eni applications in R&D to achieve Net Zero Emission

We have embarked on an industrial transformation involving all business 
lines to decarbonize the entire company. To this end, we invest in 
researching, developing, and implementing transition technologies. 

According to the technological neutrality principle, there is no single 
solution to achieve the energy transition, we need a technological mix that 
can be adapted to different applications and needs. This is why we are 
developing a wide range of technologies that support the decarbonisation
of each sector of the economy and our daily lives. 

Energy from 
renewables

Fusion Circular 
Economy

CCUS Environment

Electric and 
thermal energy

Decarbonization of 
processes

Ecosystem
restoration

Biofuels, sustainable
chemistry and critical

materials

The electricity and 
thermal energy of

tomorrow
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Artificial Intelligence for R&D 

Experimental data, scientific 
papers, physical models

LABORATORY
(TRL1-TRL3)

PILOT
(TRL4-TRL6)

DEMONSTRATION
(TRL7-TRL11)

Real-time data from pilot 
plant, advanced physical 
models

Real-time data from 
demonstration plant, 
advanced physical models

Data enrichment (from 
existing papers or DBs)
Knowledge 
extraction/summarization 
and  idea generation with 
GenAI
Optimal experiment 
planning
First predictive model 
prototypes
Physical model calibration
Surrogate models

Predictive and prescriptive 
models
Process parameters 
optimization
Anomaly detection 
Surrogate models 

Industrialization and 
deploy of data-driven 
models and control 
systems
Dashboard for real-time 
plant monitoring
Continuous improvement
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Develop a Digital Twin of the plant since the Pilot phase to exploit it in demonstration phase
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Use Case: Biomethane
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Objectives

Define a framework for the yield % estimation in the 
process of anaerobic digestion of single feedstock and 
feedstocks mix

Optimize the experiment number to model the 
anaerobic digestion process for primary and secondary 
product

Prescribe the optimal set of new experimental points to 
maximize the predictive capability of yield the model 
and increase process information

Challenges
Small dataset available due to the lack of a consistent 
feedstock stream at the plants

Months are required to obtain a complete dataset on a 
single feedstock 

The project fits into the optimization of the 
development and production of biogas

used as green fuel

Biomethane production primarily occurs 
through the anaerobic digestion (AD) process, a 

biological process that takes place in the 
absence of oxygen. In this process, organic 

materials such as agricultural waste, sewage 
sludge, food scraps, and other biomass are 

broken down by anaerobic microorganisms. 
The main products of anaerobic digestion are: 

Biogas and digestate, a solid residue that can be 
used as fertilizer.Questo documento è di proprietà Eni S.p.A. che se ne riserva tutti i diritti. l materiale non 

può essere riprodotto, diffuso, alterato o utilizzato per fini diversi dalla consultazione.



Optimal Experimental Design
Workflow
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Experimental tests

Tests suggested by the OED methodology

Target
Variable

Variable X

ML Model Step 1

ML Model

Confidence 
Interval

Minimum 
confidence point

Experimental point

Target
Variable

Variable X

ML Model Step 0

ML Model

Confidence 
Interval

Minimum 
confidence point

Experimental point

Experimental 
test data or 
simulations

Data driven
probabilistic ML 

model

Model output 
with relative 
uncertainty

Optimization 
for search for 
points with 

greatest 
uncertainty

Experimental or 
simulation tests 
resulting from 

the 
optimization 

problem

Start
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Project Phases

2 3 Design of 
Experiment1 Simulator 

Development
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Extensive literature review to find a first
principles model that reproduces the
anaerobic digestion process

The Anaerobic Digestion Model (ADM) 1
based simulator has been validated using
experimental data

The capability of correctly predicting the
feedstock yield using known examples has
been assessed

Development of a surrogate-based ML model
capable of reproducing the ADM1 predictions
Biochemical Methane Potential (BMP) using
the feedstock properties as input and process
conditions

Using a proxy model allow to reproduce the local
solution of the numerical method in less time
and using less computational resources

The proxy model is then used to enrich the
available dataset

Investigating points where the uncertainty is
higher can have the highest impact on the
information gain

OED associates input variables and process
properties to the output with its relative
uncertainty of prediction

On suitable domain points the full simulator or
experimental sessions will be used to explore
the output

Surrogate 
Model

Solver

Simulated
data

Surrogate model Enriched
database

Point with highly uncertain
prediction interval

Results
The tool have suggested experimental tests which all achieved the required performance and validated by domain experts
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Objective Input Developed solution

Provide a mathematical description
of the system behavior for a better
understanding of the system and
simulate scenarios of interest

Experimental data
Data of literature
Subject Matter Experts knowledge

First-Principles model based on
differential equations that allows
simulating the trajectory of an
experiment
Meta-heuristic optimization algorithms
(differential evolution) to calibrate
physical model parameters

Prescribing the optimal set points for
the experimental setup in order to
performance in real-time

Simulation from the calibrated first-
principles model

Reinforcement learning model to
prescribe the best set points for the
experimental setup to optimize system
performance in real-time using
simulations from the first-principles
model

Providing real-time and automated
assessment and prediction of
quantities of interest

Experimental data
Calibrated first-principles model

Machine learning (deep neural
networks) model to predict quantity
of interest to be monitored

FIRST-PRINCIPLES 
MODELING

AI for accelerating carbon capture technologies

OPTIMIZATION AND 
CONTROL

PREDICTIVE 
MODELING

Objective
Support research and development in designing, validating and industrializing a new technology for CO2 capture through
developing artificial intelligence tools
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RL Agent

First-Principles Model

Agent action
the algorithm 

proposes new values 
for the control 

variables

First-Principles model 
response

State achieved by the 
system

Reward
System Efficiency

Modeling approach: the system is represented by the first-principles model. The agent interacts instant by instant with
the first-principles model by proposing new values of the variables to be optimized (actions) and causing the model to
evolve (new state) and return a new value of system efficiency* (reward).

RL Algorithm: Deep Deterministic Policy Gradient (DDPG)

Reinforcement Learning for optimal system control

Results
System performance obtained with RL is doubled with respect to the not optimized setting

*metric related to system performance while taking into account energy consumption (higher values are better) 
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Generative AI Deployment Approaches
Using GenAI as an example, Gartner sees five approaches emerging for deploying AI:

CONSUME
Generative AI 

embedded in third 
party applications

EMBED
Use Generative AI 
APIs in a custom 

application

EXTEND
Generative AI models 

via data retrieval

FINE TUNE
Generative AI via 

fine-tuning

BUILD
Custom models from 

Open-Source ones

PROVIDER-MANAGED SELF-MANAGED

Applications powered 
out of the box by Gen 

AI like Microsoft 
Copilot

Application

Data Retrieval and 
Prompt Engineering

Fine-Tuning

Foundation Model

Application

Data Retrieval and 
Prompt Engineering

Fine-Tuning

Foundation Model

Application

Data Retrieval and 
Prompt Engineering

Fine-Tuning

Foundation Model

Application

Data Retrieval and 
Prompt Engineering

Fine-Tuning

Foundation Model

Application

Data Retrieval and 
Prompt Engineering

Fine-Tuning

Foundation Model

Source https://www.gartner.com/en/information-technology/topics/ai-readiness

Custom Application 
with GenAI
developed 

component 

RAG Based 
Application with 

custom data 
ingestion and 

retrieval pipeline

Model Fine Tuning to 
specific context and 

tasks

Pre-train a custom 
LLM on custom 

dataset.

QUestion-answering Enhancement via 
Systematic large language models fine-Tuning 

Spoke 4, PE0000013, CUP D53C22002380006
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Open Source LLM Fine Tuning

10

Raw 
Documents

Layout 
Analysis

Text 
Extraction

Text and 
Metadata 

Documents

Chunking 
Separation

Chunking 
Enhancement 
with metadata

Text 
Chunks Question 

Generation

Vector 
Indexing

Q&A 
Dataset

Vector 
Store Retrieval

Golden 
Chunk 

sampling

Prompting 
sampling

Instruction 
Dataset

PDF 
DOCUMENTS 

FROM ENI 
REGULATORY 
DOCUMENTS: 

OPI AND GLOBAL 
PROCEDURES

JSON FILES
Containing text 

extracted and all 
metadata associated. 

Title, section of 
document, 

subsection, process, 
company

JSON FILES 
WITH CHUNKS
Text Splitted in chunks 

harmonized with 
document structure 

and idiomatic 
properties.

JSON FILES 
WITH QA 

EXAMPLES
For Every Chunk 

We have a 
Question, 

Answer, Used 
Chunk to build 

the answer.

VECTORE 
STORE

All chunks are 
stored in a 

structure to 
speed up 

similarity search

Identify Structure of 
document: paragraph, 
sections, headers. 
Extract text from pdf file 
and organize according to 
layout

Using LLM pair of question and 
answer are generated for each 
chunk with a curated prompt.
Computing embedding of 
chunks and pushed to a vector 
store

For every QA pair we build a RAG like 
context via retrieval. 
Randomly we introduce distractors or 
relevant chunks to make the system 
robust to incorrect retrival.
Prompt instrustruction for Question 
answering are added to the dataset 
sampling from different options

For Q&A Task on a corpus of documents

FINE TUNING 
DATASET
Composed of 
examples of: 

user prompt,
context,
expected answers

Split Text into chunks of 
configurable size 
associate metadata with esach 
one

In contrast to pre-training, where you train the LLM using vast amounts of unstructured
textual data via selfsupervised learning, fine-tuning is a supervised learning process where you
use a data set of labeled examples to update the weights of the LLM.

TRAINING 
PROCESS ON 

ENI HPC
Using

Parameter Efficient 
Fine-Tuning 

techniques on multi-
GPU HPC 

environment 

OPEN 
WEIGHTS 

LLM

FINE 
TUNED 

LLM

LLAMA 3.1 8B
MISTRAL 7B
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INCLUDING SPONTANEOUS USE CASE
FROM BUSINESSES OR FROM OTHER 

ACTIVITIES

Ideation & Prioritization: from Awareness to Use Cases
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USE CASE GENERATED THROUGH  
DESIGN THINKING WORKSHOPS

AI & GEN AI AWARENESS
Experts explain what AI & Gen AI are, how 
they works and limits/opportunities in 
order to give the basis to the working 
group to be able to ideate.

IDEATE
Collaborative sessions in which to co-
design possible use-cases based on 
specific topic for each business.

SELECT
Selection of ideas to be deepened in the 
next phase based on a first preliminary 
evaluation on business value and complexity. 

RATIONALIZE
Ideas are explored in depth to understand 
how they works, if they can be clustered 
together, the databases and the AI 
capabilities of the to-be solution.

EVALUATE
The use cases are then evaluated in more 
detail to understand the next steps and, if 
necessary, the development of prototypes.

DEVELOP 
PRIORITIZED USE CASES
with Agile Methodology

Questo documento è di proprietà Eni S.p.A. che se ne riserva tutti i diritti. l
materiale non può essere riprodotto, diffuso, alterato o utilizzato per fini
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INDIVIDUAL 
PRODUCTIVITY 

TOOLS
Co-Pilot Adoption

APPLICATIONS Applications with GenAI capabilities to support business 
processes

PRODUCTS Enterprise products development

Use Case Development
Leveraging synergies and building governance of Gen AI Applications
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USAGE LEVEL SOLUTION & DEPLOYMENT APPROACH

Indipendent Users  

Workgroups

All Company
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Our Approach to Generative AI

IDEATION PRIORITIZATION AGILE
PROTOTYPING VALIDATION GATE SCALE-UP

Generate ideas via 
dedicated 
workshops and 
collect spontaneous 
demand. Define 
macro-ideas to be 
refined and check 
for synergies across 
multiple businesses.

Prioritize few Use 
Cases balancing 
value and feasibility.

Iterative developing, 
fine-tuning and 
validation of a 
prototype exploiting 
already built 
components
(Agents) within a 
custom, easy-to-
deploy, application 
for fast prototyping.

Final validation with 
performance with 
associated 
prototype business 
case (benefits vs 
costs) and risk 
evaluation

Build a full-scale 
application with an 
integrated user 
experience, 
integration with other 
existing applications

OR
Prompt 

Catalogue
use Co-Pilot on 
specific needs
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Enable quick development and validation of the use case

BUILD
Enable better performance

ADOPTION

Ensure a smooth 
adoption of the full-
scale application 
guiding the users into 
an effective usage of 
Gen AI solution and 
provide feedbacks to 
enhance the 
application
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Eni Knowledge Hub
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Chat interface
Ask question to the assistant within
company chat application

Certified and authored sources
Explicit reference to source documents 
with link to original source

Quick Information Access
Immediate and precise answer within the 
chat box

Improve the search 
experience of 

certified documents
by asking questions

to the system and 
generating answers
using Generative AI 

models.

MULTI INDEX VECTOR STORE FOR RAG

Knowledge Hub
AI POWERED SEARCH ENGINE

USERS

INTERFACES 
WITH 
KNOWLEDGE 
HUB VIA MS 
TEAMS OR WITH 
WIDGET 
AVAILABLE FOR 
PRE-EXISTENT 
ENI WEB 
APPLICATIONS

Widget
Interface Layer

MS Teams
Interface Layer

KNOWLEDGE

DOCUMENTS ARE 
PROCESSED AND 
INDEXED WHTIN 
KH KNOWLEDGE 
BASE

AI

AI MODELS AND 
SERVICES ARE 
PROVIDED WITH 
SAFETY AND 
AUDIT CONTROL 
BY ENI GEN AI 
PLATFORM

Knowledge Source Systems

SYSTEMS

INTEGRATION 
WITH KEY SYSTEM 
ENSURING 
DOCUMENTS ARE 
KEPT UP TO DATE
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Artificial Threat Intelligence
AI powered drafting of intelligence report of vulnerability readiness 

BULLETTIN GENERATION
The LLM generates the 

report on the basis of the 
most relevant selected

documents

1

APP

KNOWLEDGE
BASE

23

4

5 6

USER

ALERT E-MAIL 
The user provide in 
input to the app an 

alert e-mail* to inform 
about a vulnerability

1

DOCUMENT SELECTION
The most relevant documents in the knowledge base are 

retrieved along with their extracted entities and will be 
used by the LLM for the draft report generation

2 3

LARGE 
LANGUAGE MODELS

4

VALIDATION
The user obtains in input a draft of the report which can 

be modified, then validated and saved

5 6SCOPE

To swiftly mitigate new cyber
threats, a large volume of
information, including impacted
technologies, used techniques or
tools, and at-risk areas, must be
processed. This information comes
from various sources, often in
different formats. Analysts then
compile this data into a concise
report that outlines the threat and
suggested actions.

REQUIREMENTS

Develop an intelligent tool to speed
up cyber risk identification and
analysis by monitoring threat
information. This tool will
automatically create a concise
report that contextualizes the risk
for Eni and its affiliates, enabling
faster and even predictive
mitigation planning.

GENERATED OUTPUT
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